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OBJECTIVE

Develop the MIN IMUF-3 model to provide a simplified predicti on of hf Maximum
Usable Frequency (MUF ) suitable for use on small mobile propagation fo recast (PROPH E T)
terminals. With this tool , develop a variety of new forecast applications to serve the hi ’
surveillance and communications community where the use of large-scale propagation
programs in the operational environment is not practical. (The flexibility of these new
applications to serve a variety of users depends to a large extent on the confidence of the
internal prediction al gorithms. Because MINIMUF-3 represents such a significant degree of
simplification , a primary concern is the accuracy of the MUF estimates. ) This report
presents: ( I )  the M INIMUF model ; (2 )  results of verification tests ; (3) a specification on
its capabilities and limitations ; and (4) app lications.

RESULTS

The MINIMUF-3 hf prediction model produces a consistent product with a nominal
accuracy between 3 and 5 MHz rms residual error. This compare s favorabl y with the abil-
ities of large-scale hi’ prediction programs which require sizable computer facilities.

RECOMMENDATIONS

Continue work to further re fine the MIN IMUF-3 model to include F and Spo radic I
region propagation. Consider small-scale propagation forecast (PROPHET ) capabili t ies for
inclusion into new hf system development. Further continue new application development
to exploit the capabilities of simple fo recast models like MIN IMUF-3 .
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INTRODUCTION

The pert ’ormance of any system operating itt the hig h-frequency (hf) spectrum be-
tween 2 and 32 MHz is subject to certain physical boundaries on the propagation of its
signal. These constraints are uni que and definable for any given point in time and over any
path. The upper boundary is called the maxim uin usable frequency (MUF) . The classical
MUF is the hi ghest fre quency that can propagate by a particular mode between two points
by ionospheric refraction. The standard MUF , as defined by the CCIR (re f I and 2), is an
approximation to the classical MUF obtained b y combining data from vertical ionospheri c
soundings with a simplified analytical solution of ’ the oblique incidence refraction problem
When observing swept frequency oblique incidence sounding data , the upper frequency
limit is refe rred to as the maximum observed frequency (MOF). The MUF (or MOF) is a
direct function of ionospheric electron density and is an absolute frequency limit in that
the ionosphere is not capable of supporting higher frequencies for that path. The lower
boundary is called the lowest usable (or observed) frequency (LUF or LOF). This is a
function of absorption occurring during daylight hours and can be correlated directl y
with solar zenith angle. The band of frequencies between the MUF and LUF is the
propagation bandwidth or the spectrum with which the user has to work. The cyclic
nature of the propagating bandwidth as it changes from night to day is shown in fig I
along with the MOF and LOF boundaries. When an hf system operator has prior knowl-
edge of the changes in propagation on the transmission paths he wants to use , he can adjust
his frequency selection to remain within the propagating bandwidth. When he has no such
knowledge , his operation is vulnerable to these propagation changes:

The SOLRAD-Propagation Forecast (PROPHET ) concept (ref 3) is based on pro-
viding a near-real-time assessment of the hf propagating bandwidth as a function of time
of day, season , solar activity, and transmission path geometry. This is accomplished by
combining established and new hf prediction techniques and driving the resulting forecast
algorithms with geophysical measurements of those solar emissions which have an impact
on propagation parameters. While many of the ideas behind PROPHET have been tech-
nically feasible for some time , recent advances in mini- and microcomputer technology
have made the use of these concepts also economically feasible. The init ial  PROPHET
concept (described in ref 3) uses prestore d tables generated by a standard hf prediction
program to calculate MUF on a large computer. Since the terminal can on!y calculate
paths originating or terminating at the location for which the tables have been computed.
the MUF algorithm in PROPHET is limited to the fixed paths within the range of the
tables and is not adaptable for mobile operation.

International Radio Consultative Committee , 13th Plenary Assembl y, Geneva 1974 , Recommendation
373-3; Definitions of Maximum Transmission Frequencies , International Te~ccommunications Union ,
1975

2. Bennington , TW , “h ow Many MUFs? , Wireless World , v 65 , p 537-538 , December 1959

Richter , Dr JH , Ii Rothmu l ler and RB Rose , PROPHE T: Real Time Propagation Forecasting
Terminal , pape r presented at 7th Technical Exchange Conference , El Paso , Texas , 30 Nove mber 1976.
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New concepts in appl ying PROPHET to li I’ signal security, surveillance , and propa-
gation tactics required a more mobile system. To accom plish this , the MUF calculation had
to be simplified to the extent that it could be run on new microprocessor-based systems.
The M INEMUF model was developed on the premise that the majority of hf predictions
needed for the employment of propagation tactics and certain hf surveillance missions need
only be first-order approximations , especiall y in a mobile environment.  MIN IMUF-3 is the
current stage of refinement of the ori g i nal model.

METHOD OF TESTING

To develop a sufficient knowledge on the capabilities of MIN IMUF -3 , two ver ifica-
tion approaches were considered. The first was to compare MIN IMUF-3 against as many
swept frequency hf oblique sounder data as could be assembled in a reasonable t im e .  This,
in effect , would indicate how the model perform s when correlated with “real-world ” pro-
pagation. The second approach was to compare MIN IMUF -3 results against large-scale hf
propagation prediction programs such as ITS-78 (Red Deck , ref 4). ITS-78 (Blue Deck ,
r e f4 i , and ESSA-ITSA- I (re f 5) . which is the basis for the NAVY standard NTP-6 hf
predictions . The latter type of comparison would provide a relative indication of the
difference between a first-o der approximation and a sophist icated prediction code. Whil e
both approaches were considered usefu l , heavy em p hasis was p la ced on t h e com pa riso n
with oblique sounder data. Since the large-scale programs were considered too expensive
to rerun for the project . conipar isons wi th  the results of other prediction programs were
performed where data already existed.

OBLIQUE SOUNDER DATA BASE PREPARATION

The oblique sounder data base assembled for the MIN IMUF-3 veri fication was de-
rived from a variety of sources and spans the period between 1960 and 1976. Th is repre-
sents more than one complete solar sunspot cycle of propagation data. At tempts  were
made to make the data base as diverse as possible by including many different  path
lengths , o r ien ta t ions ,  and geographical locations.

While measurements from several different types of obli que sounder systems were
included , th e maj ority of data came from the Navy Tactical Sounder System (NTSS ) . To
familiarize the reader with obli que sounding principles , a brief description of ’ the NTSS
fo llows.

Environmental  Sciences Services Administrat ion technical report ERL- l l0-ITS-78 .
Predicting Long Term Operationa l Parameters of Hi gh Frequency Sky Wave
Telecommun i~dt ion Systems . b y AF Barghausen . JW Finne y , LL Proctor and
LD Schultz , May 1 969.

Environmental  Sciences Services Adminis t ra t ion  technical report IE R- l - ITSA - l
Predicting Statistical Performance Indexes for Hi gh Frequency Ionospheric
Telecommunication Systems , by DL Lucas , GW Haydon , et al , August 1966

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ - -- • , - • •• . - -
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NAVY IA ( ’Tl (’AL SOUNDER SYSTEM (NTSS )

The N a v y ’s obl ique ionospheric soun der system consists of several shore-based
sounder transmitters and a ‘mber of ’ sounder receivers. ANJFPT - 1 I (XN- 1 ) sounder
t ransmit te rs  are installed at selected Naval (‘ommunications Stations , research installations ,
and aboard ships .

AN/FP T- l I Transmit t er .  Once each i i i i n u te , the FPT-I I t r ansmi t te r  sequential l y
t ransmits  a pu lse on each of 80 discr ete channels  between 2 and 32 MHz ;  the total scan
co nsists of 160 l)U ISeS and has a scan time of 16 seconds . The frequency range is divided
into t’our active bands , w i th  20 channels linea r ly spaced wi th in  each band; the sp acing
bet ween adjacent channels  is doubled, proc eeding from one band to the next band. The
spacings are 100 k l l ,  in the 2-to4-MHi range (Band A); 200 kHz in the 4-to-8-MHz range
( Band B ); 400 kHt in the 8- o- l ô-MIIz range (Band C); and 800 kHz in the I6-to-32-MH,
range (Band D) . These spacings prov ide a 5”/ frequency resolution at the low frequ ency

• l imit  of each band and a 2.5~/ frequency resolution at the upper frequency limit  of each
hand. Table I shows the exact channels used by the FPT-I 1. Each frequency transmitted
consists of two pulses separated by 50 milliseconds. Each 2.6 ms pulse is composed of’ a
ser ies of 13 suhp ul se s,  biphase-coded in a Barker-code sequence. The use of Barker
coded Iwi se compr ession increases the el’f ’ect i ve t ra n sm it t er power , retains necessary
pulse resol ution , and increases the receiv ed signal-to-noise ratio by 13: 1.  To el iminate
in t er t ’ere nee bet ween tra nsm itte r s , starting times of the 6-second scan are staggere d ,
eac h tra nsmi t te r  site being assigned a Precise time. The transmitte r power is normally
30 kW (PEP ) . The antenna must  be wideband , 50- to 72-ohm impedance , and have a
VSWR of ’ less than 3: 1 over the band of 2 to 32 MHz ,

AN UPR- 2 Receiv er. The AN/ UPR-2 receiver sequentiall y processes the pulse-train
input by start ing the gated receiver scan at the time of th e transmission. This is accomp-
lished by synchroni z ing to a common timing source (ie , WWV) and main ta in ing  an accurate
ti me-base generator in the receiver. Signal processing is r equired since each sounder sign al
is com posed ot’ a series of 13 subpu lses ; each subputse compression is such tha t  the signal
Pulse voltages add ar i thmetical l y b u t t h e n oi se does n ot . The iniprovenlent  in si gnal-to-
noi se ratio (process gai i i )  is the voltage ratio of N:1 , where N is the number  of RF pulses
i n the sequence. For the 13-bit code , the process gain is I I  dB. (The Barker code is used
because , aft e r Processing, it produces a video pulse h aving a 13 :1 peak-to-si delobe ratio ,
which was t’oun d to be opt imum for 13-bit codes.) The resultant or summed pulses are
t hen ft’d to a storage oscilloscope , which is used to present this pulse information in video
form. A storage oscilloscope incorp orated in the sounder receiver displays and retains
ea ch scan .

8
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Table I .  AN/FPT- l 1 Step Sounder Frequency Channels ( 2-32 MIl L I.

BANDA BAND B BAND C BAND D
(MHz) (Mh z) (MHz) (MHz)

2.075 4 . 14 8.3 16.6
2 . 175 4 ,35 8,7 17 .4
2 .275 4 .55 9. 1 18. 2
2.375 4.75 9.5 19 .0
2,475 4.95 9 .9 19 .8

2,575 5,15 10 .3 2 0 ( .
2 675 5,35 10.7 21 . 4
2.775 5.55 1 1 . 1  22.2
2.875 5 ,75 1 1 .5 23.0

2,975 5.95 11.9 23.8

3,075 6.15 12,3 24.6

3.175 6,35 12 .7 25 .4
3.275 6,55 13 . 1 2 6 2
3.375 6,75 13.5 27 .0
3,475 6.95 13.9 27 .8

3,575 7, 15 14.3 2 86

3.675 7.35 14.7 2 9 4
3,775 7.55 15 .1 30.2

3,875 7.75 15.5 31.0

3.975 7.95 15.9 31.8

This disp lay , shown in fig 2 . indicates which frequencies are propagating [lowest observed
frequency (LOF ) to maximum observed frequency (MOF) 1 and which frequencies will  be
hi ghl y distorted because of multipath time delay. An additional data output  from the
standard UPR -2 is a strip chart record , which is produced concurrentl y with each ionogram
record . These outputs  provide a permanent record of the daily variations of the scanned

• spectrum between 2 and 32 MHz.
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l Igure 2 . l000gran i of oblique sounder transmissio n from Naval CommunicationsStation , Haw ai i ,

l i t . l)i gital Record er ( I I FI )R ) ,  To supp lement  th is  capabil i ty ,  NOSC developed am ethod  o f d i g i t i , .ing the  video outp ut si gnal a nd rec ordi ng it on magnetic tape. Thisi i i c th o d es ul ved in to th e  desi gn , con str u ctio n , ar i d implemen ta t i on  of the hf digita l  recorder( h i  FDR i shown in fi g 3 .

_ _ _ _ _ _  

/

Fi gure  3 . I I I  di gi I a l  record er (HFDR ).
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The hf sounder di gital data recording system is a self-contained unit consisting of
two primary subsystems:

a. The analog to di gital (AID ) and timing interface (DIGITIZER );  and
b. The magnetic tape transport .
With minor modif ication to the AN/UPR-2 , the HFDR operates concurrently with

the AN/UPR-2 receiver and in no way a ffects normal operation. Hence , with the IIFDR- ll -
equipped sounding receiver , all amplitude , time delay, and frequency ii i t ’ormation is re-
corded once every minute , 24 hours a day.

OTHER SOUNDER SYSTEMS

Data collected prior to 1968 were m easure d on a variety ot’ syste ms. These iiicluded
Grar~ger 900 systems , Modified Granger 1 900 systems , Modi fied C3 ionosoi~des , arid special-
ly developed systems . In general , the frequency steps used by the Granger system s are
compatible with the NTSS receivers and in some instances data were acquired by means of ’
a Granger transmitter and UPR-2 receiver.

DATA CATEGORIZATION

Because of the variety of measurement systems and recording methods , some com-
mon MUF parameter had to be established for the comparison with M IN I MUF-3 . Since
most of the data could be reduced to an hourl y mean MUF as a function of month and
year (hence sunspot number),  the path-mo nth was established as the basic data block for
comparison purposes. Each path-month consists of 24 hourl y mean MUFs for a g ive n
transmission path.

The source of the obli que sounder data was also deemed important  because it in-
fluences the statistical significance of a given path-month. The overall sounder data were
categorized into three sources:

a. NTSS-HFDR
b. NTSS-Strip Chart
c. Non-NTSS.
A path-month MUF curve from the NTSS-HFDR system is generall y the p rod uct

of approximately 40000 digitally processed measurements.  The resolution of the NTSS-
strip chart system limits this to about 2880 hand-scaled data points per path-month.  Be-
cause the documentat ion on the non-NTSS Systems was insufficient wi th  respect to data
reduction techni q ues . a path-month is assumed to consist of 30 points per hour or 720
data points. For these reasons , the investi gators in this study placed the greatest con-
fidence in the NTSS-l-1FDR data.

DESCRIPTION OF OVERALL SOUNDER DATA BASE

The final obli q ue sounder data set consists of 196 path-months  (or 16.33 path-years )
of mean hourl y MUF values derived l’rom 23 diffe rent hf ’ t ran sm issio n pa t hs . TIle longest
path is 7808 km and the  shortest path is 802 km. The set contains a cross section of ’
transmission path s including m id l a t i tude , tr ansauroral , transequatorial . all seasons , and a ll
solar sunspot numbers  (SSN) . No sing le path represents more than 12% of the total  data
set . Table 2 summarizes  tile basis against which the M I N I M U F  model was compared.
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While sounder MUF data were available in the NOSC data file , it was believed
that  the paths listed in table 2 represented a sufficient cross section of propagation condi-
tio ns to test M IN I ML J F - 3  thoroughly.

Because the data cam e from a variety of sources , a standard fo rmat was established
and a master data tape was constructed listing the hourly (UT) mean MUFs and all pertinent
pat h parameters . * Once constructed , the desired comparisons to the MIN IMUF-3 model
were a relativ ely straightforward process using the NOSC SEL8 lOB computer system.

* A c’. pv of this tape can be made available upon request throug h Commander , NOSC.
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M I NIMUF MODEL DEVELOPMENT

TH EORETICAL BACKGROUND

A central task of long-term statistical hf propagation forecasting is the prediction of
maximum usable frequency (MUF ) .  T h e  MUF , in turn , is principally controlled by the
critical frequency of the F2 lay er  of the ionosphere , f0F,, and it is the success in predicting
this quant i ty  that  primarily determines the accuracy of ’ the MUF forecast. Unlike the F and
F j layers , which can be modeled quite well as a function of’ a sing le parameter - cos x (the
cosine of the instantaneous solar zenith angle ) proportional to the solar intensity — t he ph ysics
of ’ the F2 layer is general l y believed to involve an interaction of photochemical aim d trans-
port processes sufficiently comp lex that  diurnal , seasonal , an d geographical f0F, variations
cannot be simply accommodated throug h the corresponding variations in cos x. Indeed ,
one even speaks of’ F, layer “anomalies ” when comparing observed f0F, with expectations
based on the instantaneous cos x (re f 12 and 13) . For example , f0F, can be hi ghe r at
midday in winter  than in summer (“ seasonal” anomaly ) , and on a given day can l)eak in
late afternoon rather than at midday (“diurnal” anomal y).

There fo re , while f0F, cannot be modeled as a function of the instantaneous
cos 

~~~
, the possibility remains that it could be modeled as the response of a dynamic system

“driven ” by a function of cos x. Examination of the shape of observed f0F, diurnal pro-
files , f’or examp le , suggests that  a simple relaxation model , according to which f0F,
rep res’~nts a lagged response to the instantaneous solar intensi ty ,  may be usefu l as a first
approximation. Allowing the lag time constant to be long (— 10 hours ) in summer and
short N 1 hour )  in winter  at middle and equatorial latitudes could then at least partially
reproduce both the seasonal and diurnal anomalies ,

According ly, ‘a seniiempirica l model for f0F, has been developed based on the
analogy to a sing le-lag linear system (eg, an RC circuit) driven by a forcing function
proportional to tile instantaneous cos x. Further simplif ying assumptions of the model
are as follows:

I .  The lag time constant dur ing the day is a simple monotonic function of the
midday solar zenith ang le.

2. The t ime constant at night is a constant (2 hours ) independent  of season
or geographical location.

As with other semiempirical models of complex geop hy sica l processes , no a t tempt  is made
to justify the model in terms of the underlying physical mechanisms. Rather. the model
serves to provide a mathematical framework for force-fitting to empirical data . Of course .
if the model is successful in f i t t ing a large data base with reasonable accuracy and rela-
tivel y fe ’~. adj ustable constants , the physical reality of the assumed relaxation process
gains credibil i ty and may guide tile understanding of the underl ying mechanisms.

12 JA Ratc li ffc and K Wcckcs . in Ph ysics of the U pper Atmosp here , JA Ratcliffe (ed ), p427 432 .
Academic Press , New York , 1 960.

13 R ishbeth , I I , A review of Ionosp heric F Reg ion Theory, Proc li - i - I - , V 55 , p 16 35 . Januar y 1967,
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A key f ea tu r e  of t h c proposed i~F, model is that  seasonal and geographical vari-
at ions of th e predicted t~,F2 arise only f ’rom the corresponding variations in the midday
solar z eni th  ang le . in marked contrast to the customary procedure of numerically mapping
t~ F2 hs, f i t t i n g  appropriat e mathematical  functions to observed ionospheric sounding data
collected f rom a worldwide net of ’ vertical sounders (re f 14 , 15 , and 16) . Furthermore , by

— makin g simple analyt ical  approximations to the dynamic solutions of the model (ie , the
diurnal response function ), we end up with a simple closed-fo rm expression for f0F2 as a
function of mi dday solar zenith ang le , sunspot number , and time relative to local sunrise
and sunset .  By appending simple approximations for the M factor (Ic , MUF/ f 0F2) and
for solar ieni th  angle as a function of ’ location and time , we arrive at a model for MUF
which is suf ’tici ently corn pact to be coded for computation on a minicomputer or desk-
top programma ble scient it ’ic calculator.

CI 

MATHEMAT ICAL MODELS

f0F2

Let cos x be the cosine of the actual instantaneous solar zenith angle at an iono-
sl)her ic heig ht  rep resenta tive of t h e  F-, layer , and let cos Xeff be the “effective ” value of
t h i s ~u a n t i t y  taking relax ation processes into account. The basic assumed form for f0F, is

t~ F, = ( 1÷ R / R ) %c0÷A , (yc os ~~ ) ( I )

where  R = sunspot number  and R 0, A0, ari d A 1 are constants independ ent of geograp hic
location and time *. To model cos Xe ffs we begin by constructing the quan t i ty :

~cos Xe ff) =(
~ 

x
~~’)sUNSET ~~~ [_(T 

- TSUNSETV
} 

( 2 )

14 In terna t i o nal  Radio Consultative Committee , Oslo , 1966 , Report 340;CCIR Atl as of Ionospheric
Characteristics , International Telecom munications Union , Geneva , 197 5.

IS In t ernat ional  Radio Consult ative Committee , New Delhi , 1974 , Supplement No I to Report 340.
C ( ‘CIR Atl as of Ionosp heric Characteristics , International Telecommunications Union , Geneva , 1971.

16 Inj ernat ion ’~l Radio Consultative Committee , Geneva , 1974 , Supp lement No 2 to Report 340:
(‘(‘hR At l as of Ionosp heric Characteristics , Internationa l Telecommunications Union , Geneva , 1975.

* This form was motiv ated by the following physical considerations: ( 1) at the peak of a Chapman
la y e r .  the solar .induced elect r on prod uctio n rat e is ~ cos x: (2) assuming the net e ffect of the electron-
loss chie n i i s t r ~ to he r ccorn bj n at ionlj ke , the solar-induce d increase in electron density over ambient
is a ( ” .r ’ . d t e t h n ,  rate )

‘ 2
: (3) for a coll ision less plasma , critical frequency is ct(e lectron dens ity )½.

L. ~~~‘. _~~~~~~~~ _ _~~~~~~ _ _ _ ._t,~~~~~~~~~~~~~~~~~~~
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In equation 2 , TN IS a nighttime relaxation time whic h is taken to be a constant indepen dent
of season and geographical location. T — TSUNSET is the elapsed time in hours since sunset.

During the day, a different relaxa tion time , r D,  is assumed. In contrast to TN, TD ~markedly dependent on location and position , albeit in an analyticall y simple fashion .
Specifically, we assume the dayti m e relaxation time to be a function of the actual noon-C 

time solar zenith angle (cos XNOON ):

I
= r0 k

cos XNOON) - (3 )

where T0 and P-, are again constants independent of season or location, Note that  dur ing
summer at equatorial and moderate latitudes , TD —‘ r 0 , whereas in the wint er  TD<<To3 The time dependence of cos x~ff during the day is approximated as follows. First ,
we simplify the time dependence of the actual cos x in term s of its value at noon ,
cos XNOON as:

[~~~
(T-TDAWN) 1cos x cos XNOON ‘si n 

[ ~ T j
where ~T is the daytime duration given by

= TSUNSET - - TDAWN

and noon occurs when T = TDAWN + AT/2. Next , cos Xeff is assumed to represent the
response of a linear first-order system “driven ” by the actual cos ;(:

d
TD i” (cos x~ff ) + cos Xeff cos x. (6)

Using equation 4 for the right hand side of ~ quation 6 and integrating, w e obtai n for t h e
daytime cos XCff :

COS XNOON , I I (T-T DAWN )1
(c

os Xeff) DAY 
= 

I + ~2 ~ si n a + ~~ ~exp [- TD ,J- 

cos 
a)

( 7 )
where

lrT

17
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and

II’( T—T DAWN)
Cr 

AT ‘ ( 9 )

Evaluat ing equat ion 7 at sunset (T—T DAWN AT), we find

cOS XNOON I / - A T\ l(
~ 

Xef f)~~~~~~T 
= 

I + ~2 ~ 
~ [1 

+ exp 
~~~~~~~~~~~~~~ 

j ( 10 )

wit ich completes tile specification of t’
0F2 a t ni ght via equatk ns I and 2.

[:inall y to avoid unphysical  discontinui t ies  in cos Xef fjus t  after sunt ise , we do not
allow cos X,,,ff DAY 

to fall below its value just prior to sunrise as computed from equation

2. Titus we impose the condition

(cos Xef) 
= MAX ~ 

(
cos Xet’t~ SUNSET 

•e xp [~~T_24 )/TN I

(

cos xef l)D Y 
(eq 7) ( I I )

The basic f~~ F2 model is there f ’ore given in equations 1 , 2 , and 10 for ni ght t ime
t i c ,  

~SUNSF T < T<T DAWN and equations 1 , 7 , and 11 for daytime
(T l)AWN <T’(TSUNSI .T ,

h - QU AT ION OF TIME

lit  th is  section , we prese n t sim ple anal ytical approximations for the times of local
noon , sunrise , and sunset ,  and f’or the noon value of the solar zenith ang le. To an accept-
ab le degree ol’ accti racy, we find for the Universal Time of local noon the approximation :

TNOON =—
~~~

- + 12 + 0 , 1 3  [s in  Y 1 + 1.2 sin (2Y l )J mod (24 ) ( 12 )

wit crc
W = longitude west of Gree iwich 10, 360° 1
V J 

= 0 . 0 17 2U ) + 10 )

D = 30.4 ( M I — l i - f -  DI
1) 1 = day 11 , 3 1 1

M l  = m o n t h  ( 1 , 1 2 1 .
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In terms of the subsidiary variable y~ defined by

Y2 0.4O9 cos Y 1 [ radians ] ( 13 )

and L = north latitude in degrees [—90 , 90J
we have

• cos xNOON = 

[
cos -

~~~ ~ 
+ Y2 j ( 1 4 )

The duration of the daytime ,  AT. is approximated by

24 / ~~.26 + sin y~ sin F \
AT = — arc cos ( I [hours ] ( 1 5 )

IT \ cos y~~cos L /
where the factor —0.26 approximatel y represents the difference between sunrise (or sunset )
at the surface of the earth and at F-, layer hei ghts. From equation 15 there follows

TDAWN TNOON -AT/2 mod (24) ( 16 )

TSUNSET = TNOON + AT!2 mod (24)

where TNOON is given in equation 12.

CONTROL POINTS

The equations of the fo regoing sections yield f0F2 at a specified (north ) latitude. L.
and (west ) longitude. W. In an actual application , the latitude and long itude of the
receiver and transmit ter  are given quantities and L and W are to be evaluated at specifi c
“control points ’ along the great circle propagation path.

From spherical trigonometry , one obtains the following expressions for the great
circle arc length . t~, ( in radians ), connecting two points defined by the (latitude , long itude )
pairs (L 13W 1 ) and (L-, .W ,) :

= arc cos
[ 

sin L 1 sin L, + cos L 1 cos L2 cos (W 2_W l )] .  ( 1 7 )

If one travels a fraction , K , of the distance front point I to point 2 , the north lat i tude , LK .
and west long itude,  W K , of this location are determined from

~si n [~ i ( l _ K ) J  sin F 1 + sin (~IK sin L 2
L K = arc sin - 

- 
( 18)

sin~~ )

19
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and

cos L 1 cos W 1 sin [~ i( l_ K ) 
1 

+ cos L~ cos W, sin (~‘K)
W K = arc cos 

~ ‘ . (1 9)( cos L K sin~ /

The con tro l point locations are determined in accordance with conventional MUF
esti mation procedures. Titus if the range . D , fro m transmitter to receiver is less than
4000 km . the control point is at midpath (K= ½) . If D ~ 4000 km . two control points
are considered , respective ly located 2000 km in t’rorn either ter minus . * In this latter case ,
the Procedure we adopt is to compute a MU F for each of two fictitious sing le-hop paths
of length D/2 , whose midpath t s lie at the control points just  defined. The MU F for the
actual total p ath is then taken as the lesser of the two single-hop MUFs , Thus for any D ,
the probl em red uces to the est imation of MUFs for a sing le-hop path.

M FACTOR

Agai n f ’ollowing conventional procedur e, the MUF for any sing le-hop path is
wri t ten  as the product:

M U F = ( f 0F,)  
- ‘M (20)

— imd-path
where t h e  so-called “M factor ” is a function of pathlength and layer structur e —particularl y
the  hei ght of the  layer m aximum ,  In the present model , (f 0F,) , is computed at a

mid-path
control poi n t  as fully described above. We therefore burden M with accommodating the
i mpor tan t  “real-world” com plexities of ht ’ propagation which have been glossed over in
the ext remel y simp le models we have adopted for f0F,.

(‘onsider a sing le-hop path of great-circle arc length ~i (radians) whose midpoint
lies at l a t i t ude  L0, and whose termini lie at lati tudes L 1 and L2. Let the duration of
daylig ht at midpath be AT hours . We approximate the M factor in the following form

M 
{ 

l+2 .5 [s in (2 ,5~~) J 3I2 
~ ‘G 1 (AT)’G 2(L 0)’G3(L 1, L,) . (21)

The t’irst factor of equation 21 embodies the range-dependence of the M factor and
was obtained by curv e-fit t ing to exact results for a parabolic layer of 290-km hei ght , with
a ratio of scnt ithickn ess/base hei ght = 0.4. The G 1 factor gives recognition to the “-‘50%
increase in Fi layer heights observed at hig h (northern ) latitudes during the summer;
ie , at or n ear “midni ght sun ” conditions. We specifically choose

I — 0 , l e x p  [(AT—24 )/ 3 1 ( 2 2 )

winch has the  effect of a I 0~ reduction in MUF under full mi dni ght sun conditions , with

~~ 
recovering rapid ly ‘~ I as the (m idpath la t i tude  moves toward the equator.

* I km = 0.6 s ta tu te  mile or 0.5 naut ical  mile ,

20
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is desi gned to produce f’ur t l t e r , seasonally independent , reductions in MU !- for
hi gh-latitud e nath is . Since propagation data point to f ’airl y ab rupt  onset of this red uct ion
for lat i tudes I ~ 45 ° , we ch oose t h e step f ’orm :

1 if I la t i tude (< 4 5 °
= ( 2 3 )

— 0.8 if lat i tude ~ 45°

ie , a 2(Y~r MUF reduction.
Finall y, G3 is a correction fuctor for tr an sequato ri a l  paths to take approximate

account of ’ the well-known MUF increases on such path s. Applying another 207 correctio n
in step-wise form :

1 if L 1, L-~ of same sign
G3 = (24 )

1.2 if L 1. L 2 of ’ opposite si gn

FIT TO OBLIQUE SOUNDER DATA

The as yet unspeci f ied constant s R 0. A0. A 1 (eq 1) ; ‘TN (eq 2 ) ;  and r0. P2 (eq 3) :
toget her w ith t h e corre cti on facto rs G 1. G2 and G3, were determined by iteratively ad-
justing the model to portio n s of the data base described earlier. The specific procethi re
followed was to fi rs t identif y a limited subset spanning the range of P ath types (ie. lon g
and short paths , hi gh and moderate latitudes , north-south and east-west . etc) .  Then for
t his set , representative path months were chosen and the observed diurnal  MUF variations
were simultaneously disp layed on a hig h-resolution CRT , using a minicomputer-ba sed
Megatek graphics display system. The model was implemented in BASIC in the mini~
computer so that  direct simultaneous visual comparisons could be made for the whole
subset (36 path months )  between the observed and pred icted diurnal MUF variation s .
Since computation and disp lay of the 864 MUFs (ie , 36 path months X 24 hours ) took
about 10 n h in utes . in te rac t ive “tuning ” of the model was quite feasible and efficient.

The final parameter values obtained in this way are
= 250 (SSN )

A0 = 6 (MH z ~~)

A 1 = 58 (MH z~”2)

TN = 2  (h )

= 9.7 ( h )

P2 = 9.6 (e xponent --no dimensions ) .

It is evident from the “roundness ” of these numbers that further t ine-tuning of
the model on an extended data base is still possible. For the present verif ication purposes .
the model was frozen at th iese parameter values and was desi gnated M IN IMUF -3 . BASIC
and FORTRAN versions are given in the appendices.

21 
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M I N I MUF -3 VERIFICATION RESULTS

This sect  l o ll will  present the results of the M I N I M  UF — 3 verif icat ion tests , The
ohje ct i~ e is  to provide the  reader wi th  a clear unders tanding of the capabil i t ies and l imi—
ta t i o ns  of th e new M U I -  pr edictio n model.

CO M PARISON CRITERIA

The primary comparison para m eter used throug hout  the verif icat ion test was RMS
error 

~~rnls~ 
bet ween observed obli que sounder MOE s and MUFs calculated by M INIMUF -3 .

l ’liis was calculated by

E rms = 
~~

_

~
— 

~~~ (U i~~~ll1~~) 2 

~ 

2

v~ h ere  in 0 observed h o u r ly  mean M U F  for a given p ath  month
= calcul ated MU F for tha t  hour , path , m idni ont h i  day ,  and ~SN

n number  of data  com pared.

T h e  rut s error was used because it would show t u e  abi l i ty  of M IN IM UF -3 to track MUF
~a r i a t i o n s  along w i t h  providing error bounds , lit add i t ion , the use of tin s error would
al low di rec t  comparison of results to previous studies where large—scale h it ’ P redic t io n
pl Ogr am s were compared to some of ’ the same hf obl iq u e  sounder data used.

The pr inc ipa l  m et h od u sed to assess the accuracy of M IN IMU F -3  was to derive
( l ie  rut s error for each pa th  m o n t h  in the  overall data base and assem ble these in a variety
of categories  to de t e rmine  the s t rengths  and weakness of the model. These comparisons
are presen ted in the  fol lowing section.

RESULTS OF MIN I MUF-3 VERSUS SOUNDER DATA COMPARISON

I , A L L  (‘AS I. S

Fl ie ob l i que  sounder data base consisted of 196 path months (16.3 path yea rs )  of
ohsc rs ed M Li I- s ta ken o%c r 23 di f ’fcrent hf tr ansn i ission I - ‘ths. The shortest path was 802
kit i  a nd t h e  longest was 7808 km . * Table 3 lists each of the paths and the total rms error
tar  tha t  pa th .

I - r t i e  c i t t i  re I ~)n path non t hs  (47 04 hour ly  points I, the  overall rut s error of
M I N I M  1~l:_3 was 3.83 M H z ,  W i t h i n  th is  error, the  accuracy of ’ 61 % of the  sample was
equa l to bet ter  than the desi gn goal of ’ 4.0 MHz. The remaining 39% of the tests produced
rtn s erro rs between 4.05 and 5.82 MI - I,..

* I km = (I ~ sI , i t u t e  n i le or 0.5 nau t i c a l  mile .  
—
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Ta ble 3. MINIM UF-3 rms Error by Sounder Path
(Total Sample = 196 Path months of Data)

Solar M I N I M )  1-3
Type Length , Sunspot % of rm ns Error ,

No , Transmission Path Path km ** No Sample MHz

1 Palo Alto , CA , to Fairbanks , Alaska H , N/S 3503 17 1 2.03

2 Andoya , Norway, to Thessoloniki , Greece H , N/ S 32 14 17 1 2.37

3 Honolulu , Hawaii , to Kodiak , Alaska M , N/ S 4057 85 3 2 .44

4 Davis , CA , to La Posta , (‘A M , N/S 802 67 3 2,46

5 Toulouse , France , to Keflavik , lceland * H , N/ S 2806 17 7 2,47

6 Honolulu , Hawaii to La Pasta , CA* M , E/W 4287 20 7 2.70

7 Coca Solo , Canal Zone to Stockbridge , LO , N/ S 3764 65 4 2.80
NY

8 Guam to Honolulu . hlawaii * LO , E/W 6100 85 , 20 12 3.01

9 Andoya , Norway, to New Delhi , India M , E/W 5958 12 3 3.12

10 Palo Alto , CA , to Thule , Greenland TA , N/ S 5068 17 1 3, 18

11 Hono lulu , Hawai i , to Washington DC M , E/W 7808 17 2 3,4 1

12 Tarlac , Philippines , to Yokohama , Japan LO, E/W 2937 107 1 3.56

13 Davis , CA , to Flonolulu , I -Iawaii M , E/W 3938 17 2 3,58

14 Honolulu , Hawaii , to Corona , CA M , E/ W 4200 95 1 1  3.63

15 Guam to Kodiak , Alaska M , N/ S 7139 85 3 3.80

16 Toulouse. France , to Neimakri , Greece M , E/W 1922 20 2 4.05

17 Ft Monmouth , NJ , to Palo Alto , CA M , E/W 4 130 35 3 4.06

18 Boulder , CO . to Pt Barrow , Alaska H , N/ S 481 125 2 4.29

19 Honolulu , Hawaii , to Yokohama , Japan M , E/W 6193 160 , 20 4 4,32

20 Tarlac . Philipp in es , to HEH . Australia TE , N/ S 4244 100 8 4.45

21 Guam to I IEH , Austra l ia TE 5196 85 9 4,50

22 Davis , CA , to Kodiak , Alaska M , N/S 3112 100 5 5 .1 7

23 Guam to Yokohama , Japan M , N/ S 2505 85 , 20 6 5,82

Type of path based on location of control points
M = Midlatitude All cases ntis error = 3.83 MHz

E/W = East , west
N/S = North . south * The data orig inally used emp irically to derive the
TE = Transequatorial MIN IMUF model,
LO = Low latitude ** 1 km = 0.62 13712 statute mile or 0.5399568

II = h igh lati tude nautical mile ,
TA = Transauroral

23
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F i i l I ~ ~~~~~~ ~ t t h e  t e st s  produced a ll  error of less than  3.0 \I l i t . wi nc h  is qu i t e
emiCoii r ag i t i ~ con s ider ing the  v a r i ab i l i t ~ of day- to—day M UFs and the  m a k e u p  0 the da ta
in t h Is -~~ ‘~ ( p a t h s  I ~

l - i i ~ure 4 shows dis t r ibut ion of nns erro r for the 196 path m o n t h s  of da ta .  This
Ii ts ( ograi ~ sh ows tha t  the overall accuracy characterist ics of M IN I MUF - 3  are centered
v~ i t h i n  the desired range of 1 .5 4.0 M I I i .  Considering all the  variables i n f luenc ing  the
\l I I - . the d i s t r i b u t i o n  curve is qu i te  well heh a~ed,

ALL CASES “
_________ ______ _______ 

40 -

CLASS RMS FREQ % F R E Q
1 05-0 .99 1 0,5
2 1-1 ,49 7 4.0 35 - RMS VS PATH M O N T H S

3 1 .5-1 .99 16 8.0
4 2-2.49 31 16.0 7
5 2.5-2.99 22 11 .0 30 ‘ / 2
_ 3-3.49 29 15.0 / /

~ 3.5-3. 99 32 16.0 P 25 .

4-4 .49 19 10 ,0 / /

9 4 5-4 .99 ii 6.0 H / / J
‘ F ,,

10 5-5.49 10 5.0 / / / /
5.5-5.99 6 3.0 M 20 ‘ 7 / , ,‘

1 2 6-6.49 5 2.5 N / / / / /
/ / / /~~13 6.5-6.99 1 0,5 ~ / / / / /H 5 -  / /  / / /7-7. 49 4 2.0 S / / / / /

7.5-7.99 1 0,5 / / / / /
1 6 8-8.49 0 0,0 / / / / / / 7
17 8.5-8.99 0 0.0 

10 . / / / ~ / , /

9-9,49 0 0.0 __ ~~ ,~~ ~~

_i2~ ~-5-9~~~~~ 0 0.0 
-

20 10-10.49 0 0,0 / / / / / / /
21 10.5-10 . 99 0 0.0
22 1 1 .0-11. 49 1 0.5 0 ________________

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1718  19 2 0 2 1 22

AMS (CLASS )

Fi gure 4 . Dis t r ibu t ion  of ntis error by number of path months.

2. DA T .-\ I Y P l -

A cr i t ical  par t  of an y  invest i gat ion invo lv ing  the  use of observed measurements is
t h e  q u a l i t y  and t i m e  resolution of the  measurements . This is part icularl y important  when
t i i u l t i p l c  samples  are merged in t o  m ean values , as was the case wi th  the oblique sounder
data .  -\s discu s sed in t h e  sect ion on data  1)r eparat ion , there were three types of sounder
da ta  u sed: ( I ) N lS S-I  I I - l ) R  . ( 2 )  N I S S-s t r i pcha r t  and ( 3 )  non—N I SS. ~1o de te rn t ine  s~ he ther
da ta  qua l i t y  had any  impac t  on the  overall ac c t ira cv  results , table 4 was prepa red sho wi n g
r t i t s  e r r or  as ,i t u , i c t  iOti ( i f  sout ider  Ineasuremen t method.

24
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Tdol e 4. M IN I MUF - 3  rtns error versus sounder data type.

Measurement Method Sam ple , path months ~ of Sam ple rms I - n o r , Mlii

NTSS .UFDR 59 30 3.3 1
NTSS .Stripchart 101 52 4.37
Non-NTSS 36 18 3.27

As would be expected, M IN IMU F -3 provides bette r results when compared to
better  quality data. The digital NTSS -HFDR System is automatic and can be processed
digi tall y. in general , the sounder instrumentation is of good quali ty ,  and care was ex-
ercised to maintain the accuracy of the system. A path hour mean MUF for one month
from this data is a result of I 800 observations. While the sounding instrumentation of
the NTSS-stripchart System was of good quality, the collection and reduction of data
were loosely controlled. in general , this type of data collection was an adjunct to normal
dail y operations at a Navy Communicat ion Station and was not monitored with  respect
to a specific investi gation.

The non-NTSS data were usually project -related. While the ins t rumentat ion was of
lesser quality t itan that employed with the NTSS , the close control of the project investi-
gator generall y assured its validit y . In general . table 4 reflects this d i f fe ren t ia t ion .

3. PATH LENGTH

Figure S shows the distr ibut ion of MIN IMUF -3 mis erro r as a function of path
length. Between ranges of 1 000 and 8000 km , the rms error varies around the desired
4.0 — MHz accuracy goal . rang ing fro m an error of 4.4 1 MHz at 2000 km to 3.38 MHz
at 6000 km. While fig 5 indicates that there are no drastic range dependencies in
M 1N IMUF -3 , the model appears to improve in accuracy with range. This is probabl y
because there are fewer likel y modes of propagation at long ranges and the M I N I M U F
mode selection log ic is more apt to be right.

4. PATH ORIENTATION

Table 5 summarizes the perfo rmance of MIN I MUF -3 as a function of orientat ion.
This categorization is iniportant to assure that the sunrise/ sunset reactions are correct
for vary ing degrees of path i l lumination.  The north-south (N -S) paths are those which
lie w i th in  ± 15~ of a 0° or 180° bearing. The east-west ( I - -W) paths are those which fa l l
w i t h i n  ± 15 ° of a 90° or 270° bearing. The paths  which did not tii eet e i ther  cr i ter ion
were put in the “other ” category .

Table 5 ind ica tes  tha t  NI IN I MUF-3  is s l igh t ly  more accura te  in p r ed i c t i ng  h - -W pa t  ii ~
tha n N—S pa th s .  This  is not  surprising,  con sidering the dynamic s  of the  a b r u p t  F—reg ion
changes wh ich  occur when the  ent i re  path is i l l umina t ed  suddenl y,  as on N-S pa ths .  h ow-
ever , the m a g n i t u d e  of the erro r is small enough to assume tha t  M I N I M U I - 3  wil l  produce
consis tent  results irrespective of ’ pat h  o r ien ta t ion .

25 
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A L L  CASES
PATH LENGTH VS AMS

7

6 . .
LENGTH FREQ % F REQ RMS

L<1000 6 3 2.46 -

l000<L<2000 4 2 4 .05 
A
M 4

2000<L<3000 28 14 4.41 S

3000<L<4000 23 12 4 .08 -

4000<L<5000 67 34 3.66 
2

5000<L<6000 26 13 4 ,13

6000<L<7000  32 16 3,38 1

7000<L<8000 10 5 3.65 0 _____________________________________________

0<L<1 <L < 2 < L<3 < L < 4 < L<5 < L< 6 <L<7< L < 8

PATH LEN GTH

“ NOTE PATH LENGTH IN THOUSAND km

Fi g ure ~~, M I N I M I J F . 3 Rms error as a function of path length.

Table 5. M IN IMUF -3  rms error versus path orientation.

Path Orientation Samp le , Path Months ~ of Sample mis E rror , MHz

N u r l h i 1 s ot i ih  46 24 4.37
l i s t /w es t  44 22 3.34
Other 106 54 3.76

5. SI ASON /MONT I— I

Figure 6 shows the  d i s t r ibu t ion  of ’ rms error as a function of season and month.
\ I I N I M U F - 3  is seen lo be sli g h t l y more accurate in the win te r  and summer  than dur ing
the spr In g amid fall. The mon th ly  histogra m in fi g 6 shows a double error peak at or just
a f t e r  the equino xe s.  The mon th  of October was consistently the most di f f icul t  to predict
f o r  throu g h out the data set , which was probably a refl ection of the complexity of the
ui i i l ~- rI ~ r~~’ i l ) ’  s ical pr0c~’s5es .

2
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8 . 
MONTH VS RMS

“ A L L  CASES

7

6~~

SEA SO N VS AM S
8 , 5 .

A

6 
M 4 ~~ 7

A :  
3 Ø ~ Ø~~~7

~~~~~~iUI :111111111111
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SEASON MONTH

Figure 6. M IN !M U F .  3 Rms error as a funct ion of season and month .

6. GEOMAGNETIC LATITUDE

The next  tests were made to determine erro r as a function of geoniag net ic l a t i t u d e .
The three categories denote transequatorial propagat ion . mi d la t i t u d e  propagat i on , and
transpo lar propagatio n . Th ese general areas have entirel y d i f t ’erent propagation charac-
te ri st ics and prob lems. Of the three , the midla t i tude  case should be the best beh aved and
th ie most predictable.  Table 6 indicates tha t  this  is the case,

Table 6. M I N I M U F~3 mis error versus geomagnetic lat i tude.

Geomagnetic Latitude Samp le , Pat h Months ~ of Samp le mis Error . M l i i

25 ’
~S to 25 °N 87 44 4.32

I t  ran sequ at o m d  )

20°N t u 6 O °N 107 3.44
(rnid la l i tu dc )
‘ 

- 0 .(,rcater than 60 N 2 I 3. 18
(polar )
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For polar reg io n s, the d ata available were insut ’fici ent to be conclusive. Furth ermore ,
the re were ito data f ’roi ii the sout h ern polar reg ions , wht ich p robabl y would have been quite
d i f fe ren t  than the north polar region propagation. The most ~urp ris in g aspect of tab le 6
is the success M I N I M U F  had wi th  t ransequa t orial  paths . The variabi l i ty  of the F-region and
the continuous F-reg ion in tervent ion around the equator make those regions difficult  to

-‘ Predict.  As seen in table 6. M IN I M U F - 3  does qui te  well w i th  these types of paths , amid the
data sample Is s u f f i c i e n t  to be conclusive.

7. SOLAR SUN SI ~OT N U M B E R  (SSN )

A major consideration in MUF prediction is the abil i ty of the model to deal wit h
different  phases of the solar sunspot cycle. Ideall y ,  it sh ould produce consistent results
for  SSN values between I and ISO . In the acquisition of data for the M I N I M U F - 3  verifi-
cation , care was exercised to assure that a sufficient cross section of sunspot numbers
existed.  Table 7 summarizes MI N I MUF - 3  performance as a function of SSN.

Table 7. M IN IMUF -3  m i s  error versus solar sunspot number.

Sunspot Number  (Cycle Phase) Sam ple , Path Mo nths % of Sample mis Error , MHz

10—30 (minimum ) 73 37 3.20
3 1—60 ( risc and decline ) 11 6 4. 15
61—9 0 (n ear  n i axin ium) 23 12 3.34
9 1-120 (maximum)  87 44 4.34
12 1 — 1 5 0  (hi gh m a x i m u m ) 2 1 4.63

Table 7 indicates that MIN IMU F- 3 accuracy declines somewhat at the solar max imum
period.

I l l e  two path months  of ’ data taken near hi gh maximum ( i e ,  l960~ cycle 19) are
suspect because available sounder ins t rumenta t ion  was extremely limited in that  period .
The remaining results are coiisistent with theory. As the solar cycle approaches max-
i t n u t n , the  level of ’ day-to-day ac t iv i ty  increases . Compared to solar min imum conditions,
solar m a x i m u m  day-to-day var iab i l i ty  in emission and resultan t ionospheric support at
hig her frequencies is larger and niore d i f f icu l t  to represent by mean values. This can be
best i l lustrated b y looking at the distr ibution of dail y MOFs used to generat e a mean MOF
for  a given hour.  Figure 7 shows th ie MOF histogram f’or the Honolulu . Hawaii , to
( oro na. (‘ah ifornia.  path at 1 800 UT f’or the month of December 1968. The mean MOF
is 27.3 MUt . and the mis error in the observed MOF is 3.1 1 MHz. From the manner in
whic h  t ime da i ly  MOFs are typically distr ibuted , as shown in fi g 7 . it is expected that
sim ple emp irical  m odels such as M IN I M U F -3  wil l  become less accurate at solar m a x i m u m
bec ause ambient  con dit ions are more diff icul t  to typi fy .

28
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Fi gure 7. Distribution of dail y MOFs (Honolulu , HI , to Corona , CA ,
- 

, December 1968 1800 UT — SSN = 98).

8. D I U R N A L  TRENDS

The last , and probably the most important , test of the MIN IMUF -3 model involved
the study of rms error as a function of time. The objective was to assure that the model
could track throug h all aspects of the day/ni ght cycle. To do this , the entire data set was
converted to local path time (LPT) ; Ic. the local time of the path midpoint. This put all the
day, ni ght , and transition characteristics in the same frame of re ference. Figure 8 shows
a p lot of rms error as a function of LPT. The rms error varies between 3.2 5 MHz (0400 LPT )
and 4.6 MHz ( 1800 LPT ) . Thie dayli ght error remains a nearly constant 3.9 MHz , w i t h the
greate st variatio n occur rr ing at n igh t .

6 —

5 5  — ALL CASES “

-

.

_

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
LOCAL TIME

Figure 8. M I N I M U F ~3 Rms error as a function of local path time ,
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[lie source of the error seen in the period between 1 800 and 2400 LPT is the post
sunse t fag in th ie NI UF decay. This phenomenon is seen on most east-west mid l a t i tude  path is
at id is a dominan t  fea ture  of ’ tran sequatoria l paths.

It is most dif f icul t  to model such characteristics because they are driven by ionospher-
ic t r a n s p or t  proce sses which are too comp le x for a si m plified m odel such as M I N I M U F - 3
h l o ’.~ ever . the Ino del d oes do a good job of tracking the systematic changes which vary th ie
day , n igh t  M U I ” .

( ‘O MP-\ R I SON BL TWI - LN M I NIMUF-3  AND LARGE-SCALE hf PREDICTION CODES

Once the  bas eline accuracy of M I N I M  UF-3 was determined to he 3.83 MH z rms
erro r, the  n e x t  ( l u e st iot i  to be resolved was , “[low does t h is compare to other hf MUF
pre dict ion t L ’ch ni qu es ’~’’ This was a relativel y st r ai g h i tf ’orward task to undertake because
ot a pre v ious s tud y  perfor m ed at NOS(’. In this s tudy (ret ’ 17)  t h ree hf prediction large—
sca le c o imi pute r  codes (LS(’(’ ) were compared against obli q ue sounder data. Because
ni a i ly  of t he  sounder data  itsed were also part of ’ the M IN I MUF-3 verifIcat ion data base ,
side-b~ -sid e coin p aris ons could be made. All that  was required was to rerun M I N I M U F -  3
again st onl y tha t  soitnder informat ion  used in the earlier study.

The three LSC(’ programs reviewed were ESSA-ITSA-l (re f 3), wh ich is t h e basis
t~ r t ime Na v~ ‘s NTP-6 . and two versions of ITS-78 (re f 2) desi gnated the “red deck” and
“blue deck” . These programs are quite extensive and predict a variety of other propa-
ga t i on  pa r am e te r s  needed by syste m des i gners and eng ineers. Because of ’ their  complexity,
th e~ req u ire a t’u ll -site computer  (eg ,  IBM-370 , UNIVAC 1110 , etc ) to perform th ie cal-
c u I at  ions.

To pro ’-ide the side-b y-side comparison between MIN I MUF-3 and the thre e large-
scale progr ams . a common obli que sounder data base was identified. Then MIN IMUF-3
and t h e  three  large-scale programs were anal yzed in the same manner presented in section
B. 1 he m -cs ul t  is compiled in table 8 and is based on 137 path months of oblique sounde r
data.  The da ta  contain none ot’ the high-quality NTSS-HFDR data,  as the earlier stud y
was per form ed before th i s di g it ized sounder informat ion was available.

Overall , table 8 in dicates  that  M IN IMUF-3 is comparable to the larger programs in
predict ing MV I- . For all cases tested , there is really very l i t t l e  to ch oose front among the
tour  programs. In addi t ion , th e comparison shown in table 8 also reint ’orces a point made
i i i  the ear l i e r  s tudy  ( re t ’ 17) . This was tha t , fo r any g ive n propagation si tuation , one
compute r  program will  be superior to the others . However , t’or all si tuations , no program
wil l  he super ior  in all categories.

From table  8. it appears t h a t  M IN I MUF-3  performs best during uncomplicated
propagatio n condi t io n s . W he n geop h ysical condit ions arise which add complexity to the
propa ca t ion  p ic tu re .  th e larger programs are generally better. This is as it sh ould be
hec ,iusc \l IN l \ l IJI ’ -3 is a s imii p ~it ’ied est imation am i d is not designed to hand le every con-
cei’~, mhle s i t u a t i o n .  The most impor tan t  po in t  is that throug hout table 8 , the diff ’eren ces
among  t i me f ou r  predict ion programs in each category are really insignificant with respect
to sO1 Vi o L’ da~ “to— clay ii f p roble tti s. The most obvious con clu sio n fr om t h is test is t h at ,
fo r ari~ s m s c n  propagat ion s i tua t ion , a M I N I M U F - 3  MU F prediction is as likel y to be
coi re el (s one 01 the  iar L ’e-s ca le prediction programs used in th is  analysis.

17. ‘ot i u s , 1) 1) , h I t  P i u p a g a t i u n  Predic t ions :  Pro gram Pml i t e ra t i on  in the Real World , paper
prese n ted  al ~s ’i\ 13 Nove mber 1973 .
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Table 8. Comparison of Large-Scale hf Prediction Codes and MIN IMUF-3

RMS Residual Error (MHz ) 
__________

Number of ESSA. ITS-78 ITS-78
Case Tested Path Months MIN IMU F.3 ITSA-I “Red” “Blue ”

All cases 137 4.03 5,2 4.6 4.5
Path length<4000 km 31 4.41 5,7 6.3 6.5
Path length > 4000 km 106 3.88 4.1 4.1 3.6
4000 ~ path length ~ 5000 km 53 3,88 5.4 4,2 3.7
Path length > 5000 km 47 3,88 4.0 3.9 3.5

25 °S < geograp hic latitude <25 °N 59 4.59 3.8 3.4 3.8
20°N < geographic latitude <60°N 76 3,65 5.4 5.2 4.9
Geographi c latitude > 60°N 2 3.18 6.7 4.8 4.9

SSN < 50 24 3,39 4.8 4.1 4. 1
50 < SSN< 100 58 4.01 5,6 5.3 5.0

SSN > 100 55 4.30 4,7 4.2 3.9
Wi nter months 27 3,64 4.7 5.6 5.1
Spring months 34 4.08 5,4 4.4 4.4
Summer months 42 3,92 5.4 3.4 3.5
Fall months 34 4,40 4.8 5.3 5,7

DISCUSSION OF RESULTS

Overall , the tests indicate that MIN 1MUF-3 produces a reasonably consistent
product with a nominal accuracy between 3 and 5 MHz rms residual error, Except for
certain transauroral cases , the model appears able to handle a variety of propagation
situations without  being overl y sensitive to any particular para m eter.

The purpose of’ this report is to provide the reader wi th  a new propagation pre-
diction tool and with enoug h info rmation so that  he can conf ident ly  use it.

The reader should also note that there are geograph ical areas not covered in t h is
study because of the lack of readily available sounder data. Except for the paths ter-
minat ing  in 1-IEH , Australia , the southern hemisphere is almost totall y excluded. Traits-
at lant ic  and Asian land mass data are also lacking.  It is hoped that as new data become
available , these areas can be checked and the results reported.

APPLICATIONS

M I N I MUF-3  was desi gned to provide a quick estimate of MUF between any two
geographical points  for a variety of cases , using simple computat ional  tools. It was tiot
desi gned to replace the large-scale h f  prediction codes in s i tuat ions where the computer

:
~ 31

--~~~~--- -~~~~~~- ~~~~~~~~~~~~~~~~ - M ~~~~~~—



-
~~~~---- - — --  — - ----- - ---- ~~ - - ~~

I~lc il it i e s exis t .  M I N I M U P s  primar y advantage lies wi th  mobile propagation forecast re-
qu i r em u en t s  where t h e  t r a n s m i s s i o n  pat h is cont inuousl y chang ing and l imited computer
facilities exis t .  H i s  thiese types  of ’ app l ica t ion  tha t  wil l  be briefl y d iscussed,

All users of the h f spectrum are concerned about whether a transmission made at a
given frequency will be heard at some specified distant p oint.  If the operating frequency
is in the propagation bandwid th  between the LUF and MUF , then the transmission should
be hea rd. If not , sonic adjustment  in f requency must  he made. The primary problem is
rapid ident i f icat ion of the MUF amid LUI ’ boundaries. A simplified method to calculate
LU F has  ex i s t ed  at NOS(’ for severa l years and has proven to be qui te  satisfactory. MINI-
M U I - -3 provides an est imate of ’ the upper MU F boundary which allows a comp lete def in i t ion
of the prup ; gat iot i bandwidth  t’or any given transmission I) ath.

To i l lus t ra te  h o w  (lie model could be used , sample outputs fro m a mobile propagation
f ’oreeast IP R OP H E T )  system being developed around a Tektronix 405 I desk top graphics
calculator  were generated. Assu m e that  a transmitter in Washington , DC, wishes to know

its l) ropag ati omt coverage to London . Paris , Madrid , Rome , Tel Aviv , Capetown , Omaha ,
San Diego . Honolu lu . Bogota , amid Rio de Jan eiro  on 16.8 MHz. Figure 9 (a—d ) shows
which of these receivers cart hear the tra n smissiomi at 0, 6 , 12 . amid 18 hours Universal
Time (UT ) .  Figure 9a imidica tes  that  at 0/hour /UT , onl y t hiose paths to San Diego ,
Honolulu , Bo g ota ,  and Rio are open oil 16.8 MHz. The remaining stations are in the ni ght
sector an d the M U F  om i each path has dropped below the operating frequency. At 06/hours !
J, JT ( fi g oh ) ,  no ne of the pat h s is open , since all are in darkness or presunrise. At 12/hours !
Ui , fig 9c shows a va riety of propagation bandwidth comifigurations. All th ie stations to
t h e  cast o f Washington are in day li ght , amid (lie MU F is well above 16.8 MHz. On the long
path to (‘ap etow n , the LUF has risen to above 16.8 MHz. Stations to the west of Wash ing-
ton are s t i l l  itt n ight  darkness amid t h e  MUF h a s  not started to rise. The South American
receivers to t u e  south are in a sum irise / earl y mormiitig state. At I 800/hours/UT (fi g 9d) ,
a ll t h e  p~t h i s  ex cept  Oma ha are imi day li ght  amid I 6.8 MHz is a good frequency for broad
!co~ rap hical coverage.

Wi ll Ie only I’our samp les are shown in fi g 9. the mobile PROPHET terminal just as
ea sil ~ cou ld  have produced 24 or 48 exam u p les. If driven by a date / t ime clock , a disp lay
s imi la r  to fi g 9 could be updated automaticall y at arm y desired interval. Manipulat ion of
the t r amisn i i t te r / rece i v er  confi gurat ion is also quite easy.

S in i p l i f ’icd p ropagation f ’orecasting.  su ch as that  shown in fi g 9, has many imp licatio n s
in the  usc of the hi f s p e c t r u m .  T h e  abi l i ty  to put this capabil i ty in m obile p latfo rm s per—
T O i l s  a c o m i t i n u o t i s  knowled g e of where a transmission can or cannot propagate to , allows
bet ter  usc of ava i l ab l e  f ’req uem t cies , a nd provides a basis to exploit  propagation character-
is t ics  to advantage  imi t a c t ic al  or covert communications. Because of the smit all size and
s i i m i p l i c i t v  of ’ these h f  forecast tools , it is also realistic to envision that  a point—to-point
h f  pr t ’di e tio mi capabi l i t y  could be an integral part of t’uture microprocessor-controlled
t r a t i n i i t t c r s  and or receivers .

CONCLUSIONS

M I N I  \1 t 1-3  is tlL ’stg ned to comp lement existing la rge—scale [if propagation codes
wh en c o m m i p u t a t i o n  resourc es are lmm mt e d  alid large-scale codes are not feasible to execute.
Iii  such c i rc m i t ns t an cc s , N I I N I M U F - 3  cam i he used to generate first-order estimates of MUF.
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15OC T 1977 0 liT
X.RAY FLUX = 1.OOE.004 SUNSPOT # 15

- - WASH. DC LAT = 39.00 LON 76.00

RECEIVER DIST LUF FCT MUF 2 6 10 14 18 22 26 30 MH,
‘
~4~ 

1 ( 1 1 1 1 1  I l i i  i i  l i i i-. - LONDON 5849 2.0 9,3 11.0 ~~~~~~~~~

PARIS 6126 2.0 9.6 11.3 V/’ZJ’// ~~A

MADRID 5955 2.0 9.9 11.7 ‘,~‘,‘?‘A

ROME 7167 2.0 10. 1 11.9 r//.f / 7/ 71 *
TEL AVIV 9387 2,0 9.7 11 .4 V/7////n

CAPETOWN 12764 2.0 13,6 15.9 y///,’,’,’/ ,’/jJ

OMAHA i714 2.0 7.9 9.3 F//J’//A

SAN DIEGO 3760 2.0 15.7 18.4

HONOLULU 7378 9.0 22.3 26.3

BOGOTA 3786 2.0 18.6 21.9 ~~~~~~~~~~~~~~~~~~~~~~ ~~,,‘ .‘j

R!O 7556 2.0 17.2 20.3 
____________

(a) 16.8 MHz

150CT 1977 600 UT
X~RAY F L U X  = 1.OOE-004 SUNSP OT ~ 15

WASH . DC LAT 39.00 LON 76.00

RECEIVER DIST LUF FOT MUF 2 6 10 14 18 22 26 30 MHz
1 1 1 1 1 1 1  i i i  i i i  m u l l

LONDON 5849 2.0 9.2 10.8 FZ,’////JI

PARIS 6126 2.0 9.4 11 .1 V//Y/J~T,1

MADRID 5955 2.0 9.6 11 .3 y/ 7 / / f 71

ROME 7167 2.0 10,0 11 ,7 r771//tzA

TEL AVIV 9387 5.8 9.5 11.2 
______

CAPETOWN 12764 7.6 11 .1 13,1 V/7/1

OMAHA 1714 2.0 7.0 8.2 I1’/Z/Ji

SAN DIEGO 3760 2.0 11,4 13.4 r,,,,, i’i ~’,t,

HONOLULU 7378 2,0 14.1 16.6 V//////~ /,’Y,

BOGOTA 3786 2.0 12.8 15.0 r// ,,1’ ,,/,,p

RIO 7556 2.0 12,4 14.6 V//Z//Z///A
_____________ ______ ______ ______ _______ 1 1 1 1 1 1  I I I I  i l l  I I i i

(b) 16.8 MH7

Figure 9. Application examples of M I N I MUF - 3 .
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15 OCT 1 977 I200 UT
X-RAY F LUX = 1.OOE-004 SUNSPOT # 15
WASH. DC 

— 
LAT = 39.00 LON = 76.00 

____________________________________

RECEIVER DIST LUF FOT MUF 2 6 10 14 18 22 26 30 MHz
i i i  l i i i ‘I’ i i  1 1 1 1 1 1

— LONDON 5849 10.6 15.5 18.3 
_______

P A R I S  6126 11 .0 16.0 18.8 
________

MADRID 5955 11 .0 16.5 19.5 V/// (A
R OME 71b7 12.2 17.2 20.2 ________

_ _

TEL A V I V  9387 14 .3 16.2 19.1 ~~~~~~~~

CAPETOWN 127 64 17.8 18.6 21.9

OMAHA 1714 2.0 9.3 10.9 V/////A

SAN DIEGO 3760 2.0 11.1 13.1 V///////A

HONOLULU 7378 2.0 11,7 13.8 V////////A

BOGOTA 3786 6.4 15.6 18.4 ___________

R I O  7556 11 ,8 17. 8 20.9 V//)/Z/ZA
______________ _______ _______ _______ _______ i i i  i i  i i  u m .  i i  i i  I i  I i

t c ) 16.8 MHz

1 5 0CT 197 7 1800 UT
X - R A Y  FLUX 1 ,00E-004 SUNSPOT 15
WASH . DC LAT = 39.00 LON 76.00

R E C E I V E R DIST L U F  F OT MU F  2 6 1 0 1 4 18 22 26 30 MH z

LOND ON 5849 9.1 16.9 19.9

PARIS 6126 9. 1 17.3 20.3 V//ZZ/
1
’/lI

MADRID 5955 9.3 17.8 21.0 
___________

ROME 71 67 9.1 18.2 21 .4 V/////7ZZ/J
TEL AVIV 9387 8.4 17 .5 20.5 

____________

CAPETOWN 12 764 13.9 21.5 25,3 
___________

OMAHA 1714 6.6 13.5 15,9 
_________

SAN D I E G O  3760 10 .6 21.9 25.7 YZZ/7.ç ’ZZ/777.1

HONOLULU 7378 13.3 21 .0 24.7 
___________

BOGOTA 3786 10.5 23.6 27.7 t’//////// /////A
RIO 7556 13. 7 23.6 27.8 

_____________

______________ _______ _______ _______ _______ I I l i i i .  I i i  I i I i  i i

Id) 16.8MHz

Fi gure 9. (Continued.)
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Its intrinsic s implic i ty  (80 BASIC or 90 FORTRAN statements)  n o t wi t h s tamid in g .
the accuracy of MIN IMUF-3 , as judged by rms residuals wh en compared to hf obli que
sounder data , is comparable to that of ’ existing la rge-scale codes. For examp le. us itig a
common data base consisting of’ 137 path mi iont h s of nondigiti -ied sounder data , M I N I M U F - 3
had au rms residual error of 4.0 MI1 :~, wh ich can be com pared to the best (4~ M H z  for ITS-78
“blue deck” ) and the worst (5.2 MHz for ESSA-ITSA-l) errors experienced with  t h e  large-
scale codes. When M IN IMUF-3  was tested against 59 pat h months  of hi gh-qual i ty  di g it ized
(NTSS I -IFDR ) data , t he RMS resid u al error was 3.3 1 MHz. Overall , f ’rom ii a total data
base of 196 path months  of data from 23 dif t ’erent 1ff sounder pat h s, resid ual errors were
distributed as shown in table 9.

Table 9. Distribution of M IN IMUF -3 Errors

MINIMUF rms Residual Error ~ of ’ Total Sani p Ie

Less than 3.0 MH z 38
3.1 t o 4 .0 MHz 23
4. 1 to 5.0 MHz 28
5.1 to 6.0 MHz 11

For all cases , the residual error was 3.83 MHz.
For all paths , M IN IMUF -3 sh owed no significant bias errors as a function of the

local time of the path com itro l points , which indicates that diurnal effects are being properl y
modeled in an average sense.

When compare d by means of a common data base , MIN I MUF-3 outperformed all
large-scale hf codes on transmission paths of less than 4000 km. Althoug h this may be an
artifact of the data base , i t does indicate t h at f0F2 is probabl y being modeled better than
the M factor. This is what one would expect , considering the overl y simp le M factor model
employed in MIN IMUF -3 . (lta lso suggests that refinements of MIN I MUF-3 should beg in
with re finements in the M-factor algorithms.)

From the overall data base , MINIMUF-3 accuracy shows no significant dependence
on latitude , orientation , or seasonal factors. It will degrade sli ghtl y at h i gh sun spot num-
bers (ie , SSN 100 expected in thie l980 —1 982 time frame) wh en day-to-day ionosp h eric
variability is hi gh because of solar act ivi ty .  MIN IMU F-3 accoum its onl y for F-reg io n pro-
pagation and its predictions will degrade in the presence of m ixed modes caused by
spo radic E * or when the [-layer itself dominates .

MIN IMUF -3 is based on the simp le idea that  f0F2 can be modeled to a first
approximation as the lagged response to a driving function proportional to (cos x ) tl
whe re x is the instantaneous solar zeni th ang le and where the daytime lag is quite season-
ally dependent.  The general success of M IN IMUF-3 over a broad range of h f  t ransmission
pa li conditions lends some credence to these ideas. However , consistent deviat ions  t’rom it
si n gle exponential  decays at ni ght indicate that  more complex relaxation processes are
involved and will be reviewed as future refinements.

It is concluded that MIN IMUF-3 is suff icient ly accurate to provi de a simp lif ied
prediction of Ii ) maxi mum m usable frequ ency ( MUF )  suitable for use oti small tnobihe
p ropagation f ’orecast (PROPHET ) termim ials. Wit h its inherent s implici ty,  it is full y expected

I3ccj usc of the well local ized hei ght of sporadic F reflections , it is a relativel y strai ghtfo rward prob lem
to extend M I N I MUF .3 to generate MUF forecasts for a variety of mixed-mode structures.
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-
: th at  other investi gators will refine and iniprove the model prese nted here , It is hoped that

tile successes alomig this line will be openl y reported so that the hf comm unity as a whole
can bene fit .

-
‘ RECOMMENDATIONS

It is recom iit iie nded that  work comiti m iue to further  re fine the MIN IMUF-3 model to
im i c l t l de  I - amid sporadic F reg ion pm’ opagatio n . With the acceptance of simp lified propagation
models , on-site , real-time propagation forecasting on a system-by -system basis becomes
realistic amid cost e ffective , It is recommended that a microprocessor-based propagation
fOrecast ( PROPH E T ) capabili ty be con sidered as an in tegral part of new hf system develop-
n i em i t ,  F u r t h e r , it is reconiniended that work continu e in develop ing app lications for the
new [if p rediction capabilities resulting front the availability of simplified models such as
N 1IN h MU I :~3,
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APPENDIX A:

BASIC PROGRAM FOR M IN I MUF-3
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I m i put  variables (‘or M INIMUF-3 BASIC program :

LI TRANSMITTER LAT ITUDE , radians (
~ 

‘

~~ 
~ LI ~ )

- 

-,~ W I  TRANSMITTER WEST LONGITUDE , radians (- 2ir ~ WI ~ 2ff )

L2 RECEIVER LATITUDE . radiamis ~ L2 ~ )
~‘2 R h - C E I V E R  WEST LON(;ITUDE , radians (— 2ir ~ W2 ~ 2 f f )

MO MONTH ( I ~~~MO~~~l 2 )

DO DAY ( I  ~~D6~~~3 l )

15 ‘F I MI - . (UT ) , hours (O. O~ T5 ~ 24.0)

J9 ( H I  PU F \l UF , MI Ii

S8 SUNSPOT COEFFICIENT (250)

S9 SUNSPOT N U M B E R

P1 3 , 141593

P0 1.570796

a

1~ 
-
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€00 REM ~- ‘ j ) ~~~ Mtj~~ I t  MOD 3 *t***t*$*****1I**$t*t$tI$*-I1t1*tt~~~~ ’$t*~
605 H3z1 .5 9
61$ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - . 1 .
620 G 1=M T t @ ’30R 1— ~.7*t- ’ - ~7’-.F 0t 1—SCN ~~ 7’
630 h~6 = H 3 1 t 1
635 IF I~~= ’ 1  THE FI t-40
636 K 6 = 1
t4 0  P 5 = 1  - t

t :5~i J9= 10€I
660 FOP I in iIf-6” 117 j — 1 ’ ’ 2 * P~6 STEP 0.9999 1- 5
665 IF g s= i  THEN 670
666 ~5=9.5678 IF W1 = ’ t42 6(40 W 1 - W 2 ~.P I T~ EI4 730
680 IF W ‘W I  6)40 W 2 — W 1  > P I THE ft 730
~~‘8 W ti =W1
780 t~=P0-L 1
710 C=P 0—L
728 GO TO 768
730 A=P 8—L2
740 C=P 0—L1
750 W0=t .12
760 £= G 1
778 G’J SIJB 1500
788 C=0
790 B=Y1 - tGl
880 m~fj SU8 1470
810 C 9
820 8=0
830 GO SUB 1500
84$ W @ = W0+t ’
850 L0=P0-8
868 ?1=0.0172* (10+(M0-1’*30.4+D 6)
870 Y2=8. 409 *CO S(Y1 )
880 V8=3.82 *W8 + 12+O.13*~’S IP4(Y1 ) +1.2 *SIN (2* ’ u-’1 :’
890 K8~K8—1 2*u+SGN (K8—24 ))*SGH (ABS K8— 24r
891 IF COS (L0+Y2)>-0.26 THEN 908
896 G0=0
897 M9 zSIN (2 .5*G1*~5)
898 M9~ 1+2.5*M 9*S QR (M 9)
899 GO 10 1215
990 K9~ (— 0. 26+SIHO’2 *S IN ’ L0 ) ) ” CO S ’Y2 )* C OS ( L0  ‘ + 1 , O E - 3 )
918 K9= 12—A TN ( K9 . ’SQ R ( A B S . 1 — F 9 * P 9 ’ ’ i * 24,PI
920 T= P S—P ~ 2+1 2* 1 1— ~ GN P ~— P ~ ~ ~~GN’ HB~~ I930 T4=~~ +p~ ~— t 2 t 1+ N c P 8 + P ~ _ - _ 4 ’  *~~-~ t~ 68 •t  _ 4
948 C0=ABS (CO S’L0+Y2 ’)
980 T9=9.?*C019’.6
985 IF T 9 > 0 . 1  THE N 990
988 T9 = 0.1
990 M 9=SIN (2.5~G1*K5 ’1888 rl9 =1+2 .3*M9*SQP~ f19 :
1830 IF T4< T THEN 1060
1840 IF (T5—T ’* (T4-T5 ~’ “ 0 TH EN 1070
1058 GO TO 1240
1060 IF (T5—T4 )*-~ T—T5’ )8 THEN 1.~48
1070 T6 T5+12* (1+SGN (T-T5)>*SGt4 A8S~ T—T5 )’
1098 G9=PI* (T6—T)’l (9
11 08 G8~PI*T9’i’9111 0 U= (T— T6”T9
1198 G8=C0* (SIN (G9)+G8* (EXPCLI~ -CU SlG 9~~ ’.- ” 1+G81 .CE~’
1195 G 3 = C 0 *( G 8 * ( E ? P ’- ~~9 T9~~ 1 tE P~~~~ -,~4)
1200 IF G0=>G 3 THEN 1215
1210 GO~G3
1215 G~~ (1 +S9/S8~ *t19*SQP (6+58*SPR (G0
1228 G2~G2 *< 1— 0 . 1*EXP ((K9-24).’3~ ,1225 G2 = G2 * ( I+ ( 1—SGM ( L 1 ) * S GN ( L 2 ) ) * 0 .1 )
1226 G2 =G 2* ( 1 -0 .1 * ( 1+S Gt 4 (ABS ’ S I N ’ L $ )~ — COS~ L~/ ’ ’ ”
1238 GO TO 1430
1240 T6~ T 5+1 2* ( 1+S Ct4 (T4- T5 ) ,*~ G N (A B S ( T 4 - T 5 ~~1250 G8=PI*T9 ’ K9
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1260 U ’T4-T6~ 21330 U 1=—P 9 ’TS
1400 i0rC0*lG8*~ E:~;P u1~~

+ 1 ’’ tEXP~U / ’1+G 8*c8~1420 GO TO 1215
1430 IF G2’-J9 “HEN 1450
1440 J9 =G.~1450 NE~<T m l
146 0 ~E TUPN
1 470 REM *** COSL~ W ***
1490 0=ACS COS (A~ *COS(9~ +SIt *5IN 8~,~ o5 c)
1490 RETURN
1500 REM t * *  T6N L6W ***1510 S = ( A + B+ C~ 2
15~ U ~F C ’ 1 . O E - 5  6N0 A 8 S t C — 6 B S ~ 6— B ’ , 1 .0 E— 5 THEN 1550
1530 0=0
1540 PETUPH
1550 IF HE~-~~- - C ” ” 1 . 0 E-5 THEN iSSu
1560 N F l
1570 RETURN
1580 Ci=2 *6Tf 4 5i)R S I N ( S — A ’ * S I N ~ ’3—E S IN S— C ‘ * 51 (4 ’S ’
1590 PETLI PP4
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I n p umt  variables for M I N I MUF-3  FORTRAN:

- - - / f f  IT
W TRANSMITTER LATITUDE , rad ians ( - - ~ W ~ -

2

N TRANSMITTER WEST LONGITUDE , radians (-2ff ~ X ~ 2ff )
- 

Y - RECEIVER LATITUDE , radians (- 
~ 

~ Y ~ 
~ 

)
Z RECEIVER WEST LONGITUDE , radiatis (-2~ ~ Z ~ 2ff )

- 

‘~ M - MONTH ( l ~~~M~~~I 2 )

I) I ) A Y ( l ~~~D~~~3 l )

15 TIME (UT ) , hours (O .O~~ T5 ~ 24.~~
- J9 ( ‘MUF - - OUTPUTMUF , MHz

S8 - SUNSPOT COEFFICIENT (250)

S9 SUNSPOT NUMBER
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145 SU P~~’~UT !~~P M u FII ( W , X ,  Y , ~~, M , 0 .  15, JQ . S8.  S9
146 r
147 ~148 Lø r I C A L  SO N
149 C
151) C
151 RE~ L V 7 , ‘(5, Lt) , <8.  (9 , j9, m-’c
152 P~,A L ~ A V ~~( 2 4 )
153 C
154 C~~MM-7 N /BRgCK/  S A V E
155 D A T A  P J  /3 . 1 4 159 3, ,  ~ 0 /1. 5 7 0 7 9 6 / ,  P1. / 6 . 2 8 3 18 5/ .
156 D E C  / 57 . 2 9 5 7 ~~/
157 C
158 t< 7 S I N ( 4 ) • S I N C Y )  + C 75 ( ‘4  ) • C ~ S C V I ° S C ~ — X I
159 61 A R C ~~S C  ~ 7

-
~~ 1~~0 H3 =

161 A I’( O = H3 * 61
162 I F  C A ’ ( 6 • L T .  1.0  1 A i< 6 1.0
163 KH’l ) 1
164 I F ’  C A l- ’O . C T .  1 . 0  1 = 2
165
166 1f C <5 .NE.  1. 0  1 KS 0 . 5
167 J9 = 100 .fl
168 D~ 820  V i:1 ,K I.IPP
169 A K1 : 1 . 0 / ( 2 . 0 * A K 6 ) + F L ~~A T ( ’ ( 1 — 1 ) e (  0 . 9 9 9 9  — 1 . 0 / A v 6
170 = ~ .G - . X • A N I D . ~ — X . L T .  P1 •~?R ,
171 X .1;T , ~ .AND. K • ~ .1)1. P1
172 IF C ,N IT .  SG N I 60 T~ 100
173 A P3 — 

-
~

174 B P D  — y
175 = X
176 Gø fl 120
177 100 C O N T I N U E
178 A = P U  — v
179 8 = PU —

18~ WO
181 12 0 C~ NT! NUE
1R2 AL P HA T A ’ 1 L A W C  A , 61, 8
1.83 8 = AK1 * G 1
184 LU = A RC~ S( C O S C  A ) * C t ~S (  ~ 

) + SR’ ( A ) ° S I N (  F )o C~ S ( A L P I I A
185 DELT A = TA tJ LAW ( A, LU, B )
186 LU P U — LU

187 Wi ) = WO • DELTA
188 IF C W~ .61. P1. I WO = W a — P1

4.8L 26- 0 _V 0. O 22I~C4O .~~a ’I.3AT~ M-~1.3a 3-C .4+ D)
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190 V 2 = 0 . 4 0 9 * C 1 S ( Y 1 )
191 K 8 = 3 • 8?. 4 0 • 12 • 0 + 0 . 13° C S I N C  V i  I • 1 • 2 • S I N  C 2 • 0* V 1) )
192 290 KS ‘(3 - t 2 . 0~~( 1 . 0  + S I G N (  K S  — 2 4 . 0 f l ° S I G N C  A B S C  ‘(8 — 2 4 . 0  ) I
193 I F ’  C C~~~3(  LU • Y2 I .G T . — 0 . 2 6  1 60 T O 300

GO 3 . 0
195 M9 = SI N C 2.5.61*K5 I
i~~6 M 9 = 1.3 + ? . 5 * M 9 o S O P T C  M9
197 GO T ?

190 300 K9 C —0.26 + S I N C  Y 2  ) * S I N C  LO ) 1/ C  C 2 S C  V 2  ) e C S S C  LU ) •

1 .C ~~—3 I
2 0 C  K 9  1~~~. f l  — A T A ’~C K 9 / S O F T C  A P S (  1.0 — t c 9 °X 9  1 1 1 *7 . 6 3 94
201 lit ) T = m < e — -<~~/ 2 . r . 12 . 0° C 1 . 0 — S j G N C K 8 — K 9 / 2 . 0 ) ) . S t G N ( A 8 S ( K 8 — K 9 / 2 . 0 ) )
2 C~ 3 30 T 4 = - + ” 9 / 2 . f l — 12 . f l * C 1 . O + S 1 G ’ ( K ~~+ K 9 / 2 . 0— 24 .0 ) ) °
2C ’

~ # S V ~-~ ( A ’ ~S C ’ ( 3 + K 9 / 2 . 0 — 2 4 . 0 ) )
2 14  CO = A ’~S C  C~~SC L~ • Y 2  I I
2~~ 360 T 9 : 9 .7 * C O * * 9 . 6
2U~ IF’ C T9 .LT . 0. 1 1 T9 0 .1
2 0 7  37~ M9 ST \j C 2.5*G1.K5)
2”F  M 9 : 1 . J + 2 .~~ *~- c o c n p T C v 9 )
2 ” 4 10 IF (T4 .LT .T) “Q T2 - 4 4 0
21 ’

~ T I C  CT E ~—T )*C T 4— T5 ) . C T .  0.0 ) 00 10 4 5 0
211 C~~ 1- ~‘10212 44  IN C T S — T 4 ) * C T — T 5 )  .(

~T .  0 . 0 1 G~ 10 610
2 13 4 5 0  T O  = T 5 . 1 2 . O ° M , O + S I G N C T — T ~~) ) * S I G N C A B S C T — T 5 ) )
2 1~ ~ 9= 0 I . C T & — T ) / V 9
2 1 5  4 7 C  6 P = ~~~1 . T 9 / i ( ’-~.

2 1A  U = C I — T O  1 / 19
21 7 Ij A V I N 1 C  U ,  1 2 0 . 0  1
2~ e U A ”AX j, ( U, —120.0
219 56~ co :cea C s l~~CG 9 )+G 8 .CE xp Cu )—cøs CG 9 ) ) )/(1.U~ G8°G8)

C 0 . (G ’ (SXPC—V 9/T9) +1.0 ))aFXP ((V9— 24 .0)/2.0)/C1. 0+G8*G8)
221 I F’ 60 .LT . G3 I GO = G3
22~ 590 “2  C 1.0 + S9/Se )*M9 .5QRT ( 6.0 + 58.0.SORTC GO

= 62°C 1 .0 — ~ .1* r’ Y P (  C ‘(9 — 24.0 )/3.0 I
224 GC. ( 1 .0 + C 1.0 — SIG N C W )°SIGM ( V 1 1.0 .1 1
225 ~2 02°C 1.0 — 0 . 1 ° C  1.C + SIGN ( ABS ( SIN C LU ) ) — COS t LU))))
27~- 67 T.’ ~i0O
227 ~‘10 TO = T5+ 12 .0*C1 .0+SICN (T4—T 5 ))*SIGN (ABS (T4—T5 ))
2 7E
2 29  U = C T 4 — 1 6 ) / ? . 0
23 C U A M ~~N 1C U, 120 .0 1
2~~1 U = A M A X 1 (  U, — 1 2 0 . 0
232

~~~ Iii A~~I~~iC  Ui, 1 2 0 . 0  1
2 3 4  Ui A f r~A X 1 C  Ui, — 12 0 .C  i
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23 5 770  G0 = C 0 * C G A * C E X P C I J I ~~ .o )°EY P UI/C1.0+G8 .O8)
2 3 6  60 12 590
237 800 C O NT I NUE
238 IFCG2 .GT. J9) 60 TO 815
239 810 J9:G2
2~ 0 815 C O? ~T IN1’ E
241 LU = C ‘(1 — 1 ).7
2’2 SAV F C L C + 1 )  = LU

- 
- 

2~ 3 SAVECL ’~’2) = W a

2~ 4 SAV E C L O +3) = KS
245 SAVE (L0•4) = 1(9
246 SAV E (LO~ 5) 1
247 SAVE( L fl•6) = 14
246 SAVEC LO• 7 ) CO

• 249 820 C0~ T I N UE
250 SAVEC I.5) = 01
251 SA VEC 1 O) = A K O
252 SA VE C1 7 ) = ‘(5
253 SAVE C1 8) = V I
254 SAV E I1 9) y2
255 SAVE (20 ) = C
256 SAVE C 2 1 ) FLOA T C K H S P )
257 SAVE (22 ) = F L O ATCM )
258 SAVE C23 ) = S9
259 S A V E ( 2 4 )  S I G N (  W ) * S T G N (  V I
260  S A V E ( 2 5 )  = SIGN ( A P S I  “~I N(  LO ) ) — C O S C  LO )
26-1 830 R ET U RN
262 END

ERRORS 0 SI~~E 02447 START 00022

I-



_ _ _  
- 

~‘1

I I C ’ T  1 ’~~ T’ l A ’ - ~~~ • • 
r

2~’~ C
?~~ 5 C- “ 

~ — 1~~ i C~~L T I’ -~’L ’~ ~ITH SIDE ’S A ,  ‘
~~, C ,

~~~‘-~~~ C T~~~l A - 
~-fl L ’t~ ~ ‘~~-~ ~~~ LE 

‘~PP~~~I TE C I’ 9A~~IA N S2 6 ?  C
2 6 0  Ic ’ C ~ + • ‘~~~~~. C

A • C .( 
• - -  

• I, ’ f 1
2 7 0  ~

‘ • c ~ 
) f~ ” 1/ 1?0

271 ~~~IT~~(4 ,1V) I , F, C
27? 1 0 1) F ’ ~~tT (/?,— ’ I ’~V / IE ’ A~~r,~- IN T AN L A ~~,1 P3E15.5/)
2~~32 7 4  120 IF ’ C C .CT , 1 .C E— 5 .LNC . A C SC C — AB S( A — B I I .01. 1.08—5
275 6 -  T~’ 14 0
276 TA ~~L~~, 0.0
277 PETU~~N
278 140 S C A • ~ • C )/2.0
279 IF C A P S (  ~ — C ) •GT . 1.O r_ 5 I G~ TO 1.60
280 TA \LA ~ = 3.141593

- . 2 81 .  PF,T IJ ~~ ,
— 2 82  160 TA ~~L A W  : ?. f l * A T A \ C  S C P T C  S I N (  0 — A ) * S I N (  5 — ~ 1/

283 # C S I N C  S — C ) * S I N (  S ) I I )
294 PETU~ N
2 8 - 5

ERR 7PS 0 SI~~5 0 0 3 5 5  S T A P T  0 0 0 0 3

- 
_ fl~~i~~,~1
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~— -- — —-‘,--- n---- - -

c’ : J ’ -~~~ I ’~
’
~ 

C l ~~’, ’ C V

2~~7 C
2 ~ E’ C . * * * * 4’ * 4’ * 4~ * * 4’ * * *0  4’ * 0 C * C 0 C * * * 4. 0 *0  4’ 4’ * * 4. 4. * 4’ 4’ * * 4’ 0 * * * 0 *0  4’ 4’ * 0 0  * *

2~~9 C *

2 ’ 0  C * : 4 ~~4 M ~~~~ : P?P E’v ~H~~~’fl T ,  C Dc~UV
2°1 C *

-‘ 2~ 2 0 • c ,’ j~~~ ‘ s r .

2 9 3  C • :‘~~T A I \  T ’-~P A L6 ’ ’~~A I C  S i D ’  y E T m—4 F A POU 4~~~T
294 C *
29 5 C • I \ 1~~~J T :

?96 C * V = A N Y  C~~~L NI’ ’8T~ *
297 C
298 C • ‘~‘T~ iT:
2c 9 C * S I C .N  — 1 . 0 II V ( 0,0 *

300 C • 0. 0 IF V 0 . 0
30 1 C * S I C -- N = *1. 0 IF V > 0 . 0
302  C

-~~~ 303 C
30 4  C • . .* 0 0 0 0 0 0* , a . . o* 0 0 0 0 0 0 ø o  , 0 0 0 0 0 0 0 0. 1 0 0* * ** * * 0 * * *0 * *4 ’ 0 0 0 0* * 0 0 0 0* *

3 0 5  C
306 IF C V •LT. 0 ,0 1 SIG N — 1 . 0
307 IF  C V .5 ’~~. 0 .0 1 ~ IG ’~ = 0 . 0
3 09 IF C V .01. 0 .0 1 SIG N 41.0
309 R ETURN
31.0 ENO

ERR O RS 0 c PE 0 0 ” 7 3  S T A R T  0 0 0 0 1 .

BEST AV~ t~&;’ -~ rn~
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